
This article was published in an Elsevier journal. The attached copy
is furnished to the author for non-commercial research and

education use, including for instruction at the author’s institution,
sharing with colleagues and providing to institution administration.

Other uses, including reproduction and distribution, or selling or
licensing copies, or posting to personal, institutional or third party

websites are prohibited.

In most cases authors are permitted to post their version of the
article (e.g. in Word or Tex form) to their personal website or
institutional repository. Authors requiring further information

regarding Elsevier’s archiving and manuscript policies are
encouraged to visit:

http://www.elsevier.com/copyright

http://www.elsevier.com/copyright


Author's personal copy

O(1)-Reception routing for sensor networks

Abdelmalik Bachir a,b,*, Dominique Barthel b, Martin Heusse a, Andrzej Duda a

a France Telecom R&D, Meylan, France
b LSR-IMAG Laboratory, Grenoble, France

Available online 27 June 2007

Abstract

In traditional approaches to energy-efficient routing, a node needs to receive routing messages from all of its neighbors to be able to
select the best route. In this work, we propose a technique that enables the best route selection based on exactly one message reception.
We call the resulting routing protocol O(1)-reception. In O(1)-reception, each node delays forwarding of routing messages (RREQs) for
an interval inversely proportional to its residual energy. This energy-delay mapping technique makes it possible to enhance an existing
min-delay routing protocol into an energy-aware routing that maximizes the lifetime of sensor networks. We also identify comparative
elements that help us to perform a thorough a posteriori comparison of the mapping functions in terms of the route selection precision.
Simulation results show that our mapping functions select routes with very high precision while keeping the propagation delay of routing
messages reasonable. In addition, we show that redundant messages filtering significantly extends lifetime of sensor networks compared
to classical maximum lifetime approaches in which no filtering is applied.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Sensor networks are composed of wireless nodes that
sense various environmental phenomena and maintain
communication interconnection via multihop routing.
These easily deployable, self-organized, and relatively
low-cost networks are expected to be massively deployed
in many applications such as habitat monitoring, disaster
relief, and surveillance [1–3]. The success of the applica-
tions relies on the network lifetime that depends on the life
span of nodes. Hence, energy saving is the crucial factor in
designing long-lived sensor networks, mainly because
nodes are powered by batteries that may be costly, difficult,
or even impossible to replace or recharge.

Designing a universal scheme for optimizing energy
savings is challenging due to the variety of sensor network
applications. However, for most of applications, measure-
ments presented in the literature [4,5] and obtained from
our experiments (Table 1)1 show that radio communication
is a major source of energy consumption. Therefore, many
protocols at different layers have been proposed to address
this issue [8]. In the rest of this paper, we focus on energy-
efficient routing protocols [9].

At the routing layer, energy-efficient protocols use one
or a combination of the following strategies to maximize
network lifetime: (a) min energy metric and (b) max–min
residual energy metric. In min energy routing, nodes select
the route that consumes the least amount of energy. Usu-
ally, nodes adjust their transmission power and construct
a minimum energy topology to reduce the overall energy
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consumption of the network [10,11]. The resulting topol-
ogy guarantees that each node communicates with other
nodes using the route that consumes the least amount of
energy possible overall. In max–min residual energy rout-
ing, nodes estimate their residual energy and cooperate to
prevent the most vulnerable ones from being overused
avoiding in this way premature energy exhaustion [12].
Such protocols choose routes bypassing vulnerable nodes,
which ensures load balancing and avoids early network
fragmentation.

Many research results (see also Section 8) conclude that
an energy-efficient routing protocol that maximizes the life
span of a sensor network should combine both min energy
and max–min residual energy metrics, because these two
approaches are complementary. Indeed, at the beginning
of the network life, the network is dense and nodes have
high residual energy so the use of a pure max–min metric
may be counter effective – by trying to protect nodes with
low residual energy, the max–min metric always selects
routes for which the most vulnerable node has the highest
residual energy; such a route may actually dissipate more
energy than others. So, the min energy metric, which selects
the route with the least energy consumption, is a better
choice when nodes have enough energy, i.e. their residual
energies are larger than a predefined threshold. The max–
min residual energy metric should be used to protect nodes
with low residual energy, i.e. less than a predefined
threshold.

Although, such hybrid protocols contribute to better
network lifetimes, they still have some drawbacks. In this
work, we identify the problem of superfluous routing mes-
sages that a node may receive while making the best rout-
ing decision. Indeed, in traditional routing protocols with
metrics such as min energy or max–min residual energy,
a node needs to receive routing messages from all of its
neighbors to be able to select the best route. This is because
these routing messages contain values required for route
selection. We argue that the reception and processing
(comparison) of all the messages are not needed as the node
eventually selects only one route. To address this issue, we
propose an approach that enables the best route selection
based on exactly one message reception. We call such an
approach O(1)-reception routing. The key idea of the
O(1)-reception routing is based on delaying the forwarding
of routing messages (RREQ) for a time interval inversely
proportional to the residual energy of nodes. This inten-
tionally added delay impacts the propagation of the rout-

ing message so that the message coming from the best
next hop forwarding candidate is received the first. After-
wards, the node ignore other redundant routing messages
that may arrive later on. The performance of O(1)-recep-
tion routing strongly depends on the choice of the mapping
function between the residual energy and the intentional
delay.

The rest of the paper is organized as follows. We first
present the principles of the proposed routing scheme (Sec-
tion 2) and formulate the problem of choosing an adequate
mapping function (Section 3). Then we consider two
approaches, one based on heuristic functions (Section 4)
and second one providing an exact solution (Section 5).
We evaluate the proposed solutions analytically (Section
6) and through simulation (Section 7). Finally, we discuss
some related work (Section 8) and conclude (Section 9).

2. Overview of O(1)-reception routing

The O(1)-reception routing is based on our energy-
delay mapping technique. Therefore, it can be used to
enhance any min-delay routing scheme including directed
diffusion [13]. Directed diffusion is destination-initiated in
the sense that data collectors (also called sinks) query
data publishers (also called sources) asking for specific
data types. This phase, similar to a route request in on-
demand ad hoc routing protocols, is called interest prop-
agation. It establishes localized data-forwarding pointers
(called gradients) from sources to sinks. Sources then
stream the requested data back to sinks according to
the directions indicated by the gradients. Although, there
are different implementations of gradient routing, one
phase pull directed diffusion is the best fit when few sinks
collect the data published by many sources [14]. Since
such situations are fairly common in sensor network
applications, we only consider one phase pull directed dif-
fusion2 in this paper.

Our motivations for using diffusion are the following:

– Computational complexity is reduced to a minimum.
Each node only needs to broadcast one interest message
during the interest propagation phase and it only needs
to receive one interest message to setup its routing table
(it can ignore the subsequent interest messages related to
that same interest). Note that this situation is beneficial
only if the underlying MAC protocol enables filtering
redundant messages. In a previous work [15,16], we have
shown how to enable this feature in both preamble sam-
pling and common active/sleep schedules based MAC
protocols. Filtering redundant messages allows a node
to switch its radio-off during redundant receptions,
which saves energy.

– There is no overhead due to the exchange of extra infor-
mation like hello or route metrics messages, which saves

2 Which we will simply call diffusion.

Table 1
Current consumption measurements for freescale MC 13192 SARD

Radio idle (not ready to receive) 0.5 mA
Radio Tx (transmit) 39 mA (at +4 dbm)
Radio Rx (receive) 39 mA
MCU (active) 10 mA
MCU (partially active) 8 mA
LED 4 mA
Accelerometer sensors 3 mA
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more energy and reduces the computation complexity
and memory occupation of the routing protocol.

– Routing tables only require one entry per active interest
consisting of a pointer toward the next node
downstream.

– It enables in-network processing to aggregate data based
on attributes used in diffusion, which saves more energy
by reducing the amount of transmitted and received
messages.

The O(1)-reception routing enhances the basic diffusion
routing scheme by delaying the interests forwarding for an
interval inversely proportional to the residual energy:
nodes compute a forwarding delay based on their residual
energy and defer the forwarding of interest messages for
this period of time. As maximum lifetime routing should
combine the min and the max–min metrics, the energy-
delay mapping function should have the following proper-
ties: nodes with high residual-energy forward interests
without delay to make diffusion equivalent to the min
energy routing, and nodes with low residual-energy delay
forwarding of interests for a time interval to make diffusion
equivalent to the max–min residual energy routing.

In Fig. 1, we present the principles of such an energy-
delay mapping technique. In Fig. 1a, all nodes have high
residual energies thus they do not add any intentional delay.
Therefore, the selected route is the shortest one as the inter-
ests propagation on which is the fastest. In our case, this cor-
responds to the min energy routing as the shortest route is
the minimum energy consumption route, because we con-
sider that all links have the same energy consumption. In
Fig. 1b, we illustrate the max–min part of the algorithm that
is used to protect nodes with low residual energies. The over-
used node shown in Fig. 1b, which is on the shortest route,
should choose its intentional forwarding delay so that inter-
est propagation on the other route is faster and thus the
route is selected according to the max–min metric.

3. Problem statement and system model

The main problem in our routing scheme is energy-delay
mapping, i.e. how to relate the residual energy to the inten-
tional delay. Turning a min-delay metric into the min

energy metric is fairly straightforward when all links have
equal energy consumption: it is sufficient to add no extra
intentional delay. However, turning a min-delay metric
into the max–min residual-energy metric is much more
complex. Therefore, we formulate the problem as follows.

Assume R is the set of all possible routes between a sink
node and a source node. We call jRkjthe number of inter-
mediate nodes on route Rk ðRk 2 RÞ, source and destina-
tion nodes are not included. We use the following notation
to represent Rk, Rk ¼ N 1k � � � � � Nik � � � � � N jRk jk, where
Nik represents an intermediate node on route Rk.

We assume that each node is able to measure its residual
energy and we call fik the relative residual energy of node
Nik. Values fik are normalized in [0,1], i.e. 0 6 fik 6 1 for
all nodes.

We call f�k the node with the least amount of residual
energy on route Rk. We have:

f�k ¼ min
16i6jRk j

ffikg: ð1Þ

The max–min residual energy routing selects the route with
the largest f�k , i.e. it selects the route R that satisfies:

R ¼ argmax
Rk2R

ff�k g: ð2Þ

By combining Eqs. (1) and (2), we obtain:

R ¼ argmax
Rk2R

min
16i6jRk j

ffikg
� �

: ð3Þ

Let us now examine min-delay routing. We call Dik the de-
lay introduced by each node Nik on route Rk. Route Rk

experiences the total delay of D(Rk). We have:

DðRkÞ ¼
XjRk j

i¼1

Dik: ð4Þ

The min-delay routing selects the route with minimum
delay. Therefore, the selected route, denoted by R 0,
satisfies:

R0 ¼ argmin
Rk2R

fDðRkÞg: ð5Þ

By combining Eqs. (4) and (5), we obtain:

Fig. 1. Principles of energy-delay mapping technique.
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R0 ¼ argmin
Rk2R

XjRk j

i¼1

Dik

( )
: ð6Þ

Our goal is to make the min-delay routing select the
route that satisfies the max–min residual energy metric,
i.e. make route R 0 match route R. The next sections show
how we achieve this goal by two different means: heuristics
and exact solutions.

4. Approximate solution: heuristic functions

To make route R 0 match route R, we propose to use a
function f to map the residual energy of nodes into an
intentional delay. Our goal is to solve Eq. (3) by solving
Eq. (6) on a suitable set of:

Dik ¼f ðfikÞ: ð7Þ

By choosing f to be strictly decreasing, we can rewrite Eq.
(3) as:

R ¼ argmin
Rk2R

f min
16i6jRk j

ffikg
� �� �

: ð8Þ

By matching Eq. (8) with Eq. (6) and replacing Dik by its
values calculated in Eq. (7), we conclude that function f

that meet our goal should satisfy the following equation
(Eq. (9)) for all i in 1, � � � , jRkj:
XjRk j

i¼1

f fikð Þ ¼f min
16i6jRk j

ffikg
� �

: ð9Þ

We can obtain an approximate solution by choosing f to
be convex and decreasing in [0, 1] fi [0, 1] so that the min-
imal f�k along route Rk makes a dominant contribution to
the sum to the left of Eq. (9), i.e. we have:

f ðf�k Þ �
XjRk j

i¼1

f ðfikÞ � f ðf�k Þ
 !

: ð10Þ

Therefore

XjRk j

i¼1

f ðfikÞ � f min
16i6jRk j

ffikg
� �

: ð11Þ

which is an approximate solution for Eq. (9).
To find a mapping function f with suitable properties,

we have explored a family of decreasing convex functions
of the form (1/x)g, where g is a positive parameter. We have
shifted and shrunk them so that they map the residual
energy in [0,1] into the normalized delay in [0,1]. In
Fig. 2, we present the resulting set of functions labeled fg
with g taking integer values from 1 to 4.

We use the parameter g to control the convexity of
the mapping function that determines its ability to
approximate max–min routing. The purpose of the
parameter is to influence the intentional delay applied
by the node with the minimum residual energy on a
route so that it will be dominant. In this way, the route
with the max–min residual energy will be selected,

because the interest propagation on this route will have
minimal delay. The convexity determines the precision
of the approximation in Eq. (11): the more convex the
mapping function, the better the approximation. For
example, function f4 has stronger convexity than the
other functions in the considered set. Therefore, it
approximates max–min routing better. However, func-
tions with very high convexity such as f4 present an
inherent drawback resulting from their weak sensitivity
threshold. The sensitivity threshold is the value that sep-
arates the flat part of the function from the curvy one.
For example, function f3 has a sensitivity threshold of
0.5, which means that a node using this mapping func-
tion will not apply any intentional delay when its resid-
ual energy is larger than 0.5. Therefore, if we have
routes with nodes having residual energies larger than
0.5, the selected route will be the one with the min delay,
which very likely corresponds to the shortest path con-
suming the minimum energy. We can say that function
f3 uses a maximum lifetime routing with a battery pro-
tection threshold of 0.5. The battery protection threshold
differentiates low residual-energy nodes from high resid-
ual-energy ones.

Note that there is a relation between the convexity of the
function and the sensitivity threshold. More accurate max–
min routing requires higher convexity functions (e.g. f4),
which results in smaller battery protection thresholds as
higher convexity functions have smaller sensitivity thresh-
olds. Vice versa, larger battery protection thresholds imply
using larger sensitivity-threshold functions (e.g. f1), which
results in less max–min precision.

To overcome this shortcoming, we propose in the next
section a synthetic mapping function that performs an
exact transformation of the min metric into the max–min
one according to an uncorrelated predefined battery pro-
tection threshold. This mapping function is to be used in
the situation in which the residual energies of nodes are
expressed as step functions and not continuous ones.
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Fig. 2. Heuristic mapping functions.
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5. Exact solution: synthetic function

In real implementations of routing protocols, the
energy-delay mapping function would likely be discrete
and tabulated. A node may read its battery voltage or inte-
grate the consumed current and perform a table lookup to
get the corresponding level of its residual energy. There-
fore, we can assume that the residual energy of nodes is
discrete.

We call c the battery protection threshold, (0 < c < 1).
Then, a node is vulnerable, if its residual energy is less than
battery protection threshold c. A node is critical for a
route, if it has the least amount of residual energy among
all the nodes forming that route. The residual energy of a
route is equal to the residual energy of the critical node
for that route. A route is vulnerable, if its residual energy
is less than c.

We aggregate all the energy levels greater than c into one
energy level as shown in Fig. 3. We quantize the energy
level below c in m even levels: a discrete energy level l cor-
responds to the residual energy f if:

ðl� 1Þ c
m
< f 6 l

c
m
: ð12Þ

If f is larger than c, the node is assigned discrete energy le-
vel m + 1. Therefore, we have:

l ¼
mf
c

l m
if f 6 c

mþ 1 otherwise:

(
ð13Þ

Let g be a synthetic function that maps residual energy into
intentional forwarding delay d: d = g(f). As we use discrete
energy levels instead of continuous residual energy, func-
tion g is dependent on m. Therefore, the intentional for-
warding delay d(l) that corresponds to energy level l is
the following:

dðlÞ ¼ gmðlÞ: ð14Þ
The synthetic function g that meets our goals even in the

worst case needs to be decreasing so that g(l) < g(l 0) for all
l > l 0. In addition, g also needs to be convex to mitigate the
effect of increasing delay cumulated along longer routes. In
Fig. 4, we shows the worst case with an example with two

routes Rk and Rk 0. Route Rk has the maximum route length
jRkj = n and a residual energy level of l. However, route Rk 0

has the minimum route length jRk 0j = 1 and a residual
energy level of l � 1. To select the best route (route Rk),
the interest propagation delay D(Rk) on route Rk should
be less than D(Rk 0). As we assume these delays to be dis-
crete, it is sufficient to have:

DðRk0 Þ ¼ DðRkÞ þ 1: ð15Þ

Therefore,

XjRk0 j

i¼1

Dik0 ¼
XjRk j

i¼1

Dik þ 1; ð16Þ

where Dik is the delay incurred by node Nik. Actually, the
delay Dik is composed of two parts: an intentional delay
dik controlled via the synthetic mapping function and an
inherent system delay dik that includes computation and
transmission delays. For example, in contention-based
medium access protocols, the system delay includes the
average backoff time used to reduce collision rates. Thus,
we have:

Dik ¼ dik þ dik: ð17Þ

In the worst case, nodes on route Rk experience maximum
system delays, i.e. dik = dmax and nodes on route Rk 0 expe-
rience minimum system delay dik 0 = 0. Moreover, all nodes
on route Rk have their energy levels equal to l, i.e.
dik = gm(l) for i = 1, � � � , jRkjand the node on route Rk 0

has its energy level equal to l � 1, i.e. dik 0 = gm(l � 1) for
i = 1, � � � , jRk 0j. Therefore, Eq. (16) can be rewritten as:

gmðl� 1Þ ¼ n gmðlÞ þ dmax½ � þ 1: ð18Þ

We set gm(m + 1) to 0 so that non-vulnerable nodes do not
apply any intentional delay, which performs min energy
routing without any added delay. Therefore, Eq. (18) re-
writes to as:

gmðlÞ ¼
ðndmax þ 1Þ nm�lþ1�1

n�1
if l 6 m

0 otherwise:

(
ð19Þ

6. Analytical evaluation

As the synthetic function is more suitable for real imple-
mentations than the heuristic and theoretical function, weFig. 3. Energy levels.

Fig. 4. The worst case illustrated with two routes.
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evaluate in this section the end-to-end intentional added
delay for these functions. We also analyze the rate of vul-
nerable routes as the intentional delay applies only to vul-
nerable routes.

6.1. Worst case interest propagation delay

Assume that there are n intermediate nodes N1, . . . ,Nn

between the source and the destination. Each node Ni has
residual energy level li. On route R = N1 � . . . � Nn, node
Ni receives the interest at time ti (we assume the destination
sends the interest at time 0):

t1 ¼ d1

t2 ¼ ðgðl1Þ þ d2Þ þ d1

t3 ¼ ðgðl2Þ þ d3Þ þ ðgðl1Þ þ d2Þ þ d1

..

.

tnþ1 ¼
Pn
i¼1

gðliÞ þ diþ1ð Þ þ d1;

8>>>>>>>>>>><
>>>>>>>>>>>:

ð20Þ

where tn + 1 is the time when the source receives the
interest.

In the worst case, all intermediate nodes Ni, i = 1, . . . ,n

have residual energy levels of 1 (i.e. li = 1 for all
i = 1, . . . ,n) and all system delays di = dmax for all
i = 1, . . . ,n. Hence, the maximum interest propagation
delay in the worst case corresponds to the maximum value
of tn + 1, which is:

Dmax ¼ n nm�1 � 1
� �

dmax þ
1

n� 1

� �
¼ OðnmdmaxÞ: ð21Þ

6.2. Vulnerable routes rate

We propose to analyze the probability with which a
node uses min or max–min metrics to select routes. This
probability depends on parameters shown in Table 2.

A node picks out a route according to the max–min met-
ric if all the routes are vulnerable. Then,

P maxmin ¼
YjRj
k¼1

P maxminðRkÞ ð22Þ

¼
YjRj
k¼1

1� P minðRkÞð Þ:

A route is not vulnerable if all the intermediate nodes on
that route are not vulnerable. Therefore,

P minðRkÞ ¼
YjRk j

i¼1

pc; ð23Þ

and,

P maxmin ¼
YjRj
k¼1

1�
YjRk j

i¼1

pc

 !
: ð24Þ

The mean E[Pmaxmin] is the following:

E½P maxmin� ¼ E½1� pL
c �

� 	jRj
; ð25Þ

where L is a random variable that expresses route lengths.
We have:

E½1� pL
c � ¼

Xn

i¼1

1� pi
c

� 	
� PfL ¼ ig: ð26Þ

We assume L being a discrete uniform random variable in
[1,n], i.e. P{L = i} = 1/n. Thus

E½1� pL
c � ¼

1

n
n�

Xn

i¼1

pi
c

 !
: ð27Þ

Finally,

E½P maxmin� ¼ 1�
pc

n

1� pn
c

1� pc

 !" #jRj
: ð28Þ

From Eq. (28) and Fig. 5, we conclude that the proba-
bility of selecting a route according to max–min (i.e. all
the routes are vulnerable) decreases when the number of
routes jRj increases. This means that in dense networks
in which there are many alternative routes, finding a not
vulnerable route becomes very likely. We also notice that
probability Pmaxmin increases when the number of interme-
diate nodes n increases, which is quite expected. Besides,
when probability pc that a node is not vulnerable increases,
probability Pmaxmin that all the routes are vulnerable
decreases, because the number of vulnerable nodes
decreases.

7. Simulations

We have used ns-2 [17] to evaluate our synthetic map-
ping functions when used with diffusion. The goal of these
experiments is to observe the lifetime extension obtained
through the use of our mapping functions, the correspond-
ing end-to-end interest propagation delay, and the benefits
of filtering redundant interests. As the lifetime extension
also depends on the energy-efficiency of the MAC protocol

Table 2
Notation

pc Probability that a node is not vulnerable
jRj Number of disjoint routes between the source and the sink
jRkj Length of route Rk

n Number of intermediate nodes on the longest route between
the source and the destination

Pmin(k) Probability that route Rk is not vulnerable
Pmaxmin(k) Probability that route Rk is vulnerable
Pmaxmin Probability that the node selects a vulnerable route

2608 A. Bachir et al. / Computer Communications 30 (2007) 2603–2614
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beneath, we have run simulations with two types of MAC
protocols: an ideal MAC and MFP [15]. The ideal MAC
has no idle listening (i.e. a node consumes energy only
when it transmits or receives a message) and no collisions.
Therefore, it allows us to quantify the benefit of the map-
ping function independently of the MAC protocol perfor-
mance. The MFP protocol allows us to show the
expected performance with a real MAC protocol. To eval-
uate the performance of filtering redundant interests, we
use an ideal MAC that filters out redundant messages
before their receptions. We call this protocol Ideal-filter
to distinguish it from Ideal-nofilter that does not filter
out redundant messages. Likewise, we activate the filtering
option of MFP in MFP-filter and we distinguish if from
MFP-nofilter.

We have carried out experiments on two networks
topologies: a random topology (Fig. 6) and a star topology
(Fig. 7). In the former, the sink is Node 0 and the sources
are Nodes 1 through 5. In the latter, the sink is Node 0 and
the sources are Nodes 1 through 8. The sink generates
interests every 100 s for refreshing existing routes or finding
new ones. Every source that receives an interest sends data
back to the sink according to the gradient installed by the
interests. Each source sends a data message every 30 s. We
have used a simple energy model in which transmission and
reception powers are equal. The sink have unlimited initial
energy, whereas the other nodes including sources have
enough initial energy so that a significant amount of data
messages are received by the sink from each source.

For the experiments, we consider two performance
parameters: the lifetime extension achieved by the O(1)-
reception routing protocol compared to the basic diffusion
protocol for each source and the end-to-end interest prop-
agation delay from the sink to sources. We calculate the
lifetime of each source in function of the number of trans-

mitted data messages that successfully reach the sink before
the source loses connection with the sink.

In the first experiments, we have set the number of
energy levels m to 4 and varied the battery protection
threshold c from 0.1 to 0.9. We have measured the resulting
lifetime extensions obtained in the best case for both topol-
ogies, i.e. when an Ideal-filter MAC protocol is used. In
Fig. 8, we plot two measures of the lifetime extension:
the avg-lifetime and the max-lifetime. The avg-lifetime is
obtained by averaging out all the lifetime extensions by
all the sources, and the max-lifetime is the lifetime exten-

Fig. 6. Random network.

Fig. 7. Star network.
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sion of the source that obtained the maximum lifetime
extension. In Fig. 8, we show that the random and the star
topologies have the same behavior: the avg-lifetime and the
max-lifetime increase when the battery protection thresh-
old increases for both topologies. Therefore, we conclude
that a large battery threshold is better for these situations.
For the next experiments, we set the battery protection
threshold c to 1.

For the second experiments, we have varied m from 1 to
9 to evaluate the trade-off between the lifetime extensions
and the end-to-end interest propagation delays. In Fig. 9,
we show the lifetime extensions obtained with Source 1
(Fig. 9a) and Source 2 (Fig. 9b) in the star topology. We
have plotted lifetime extensions only for these sources
because there is a symmetry in the star topology: the results
obtained for Sources 3, 6, and 8 are the same as those
obtained for Source 1, and those obtained for Nodes 4,
5, and 7 are the same as those obtained for Source 2.

As expected, Fig. 9a shows that the lifetime extension
increases when the number of levels m increases, because
the more energy levels we have, the more accurate our
mapping function is. However, the percentage of lifetime
extension increases with less intensity. That is, increasing
m from 2 to 3 increases the lifetime extension by a factor
that is smaller than that when increasing m from 1 to 2.

Note that increasing the lifetime of some sources may
decrease that of other sources, which results in some
sources with negative lifetime extensions as shown in
Fig. 9b. Source 2 (and also Sources 4, 5, and 7) has a neg-
ative lifetime extension, because their lifetime with diffu-
sion routing is longer than that with O(1)-reception
routing. With diffusion, Source 2 has three potential relays
(Nodes 9, 10, and 11). However, with O(1)-reception rout-
ing, Source 2 mostly has only one relay (Node 10), because
Nodes 9 and 11 relay the traffic of Sources 1 and 3, respec-
tively. Note that even with these negative lifetime exten-
sions, the overall lifetime extension (the avg-lifetime in
Fig. 8) is positive.

We have carried out the same experiments on the ran-
dom topology and obtained the following results: Sources
1 and 5 have positive lifetime extensions, Sources 3 and 4
have zero lifetime extensions, and Source 2 has negative
lifetime extension. Sources 3 and 4 have zero lifetime exten-
sions, because all their traffic passes through Node 27. As
there are no alternative routes for these sources, no lifetime
extension will be achieved no matter how well the routing
algorithm performs. Source 2 has a negative lifetime for
the same reasons explained above with the star topology.
For Sources 1 and 5, Fig. 10 shows the percentage of their
lifetime extensions. We can see that the lifetime extension
for Source 1 is larger then that for Source 5. Two key
Nodes (15 and 11) that are critical for the lifetime of
Sources 1 and 5. respectively, cause this result. With diffu-
sion, Source 1 has a lifetime that is smaller than that of
Source 5, because the only route that connects Source 1
with the sink contains Node 15. This route is more vulner-
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able than the other routes connecting Source 5 to the sink,
because Node 15 relays most of the traffic of Source 2 as it
is on the shortest route from Source 2 to the sink, which is
route (2–15–0). Moreover, Node 15 is more vulnerable
than Node 11, because it receives and sends more interests
as it has a higher number of neighbors. As our algorithm
protects vulnerable nodes from being overused, the lifetime
of Node 15 increases with a percentage that is larger than
that of Node 11, thus increasing the lifetime of Sources 1
and 5 accordingly.

From Figs. 9a, 10a and b, we can see that increasing the
number of energy levels m increases the lifetime of sources
connected to the sink through vulnerable routes. However,
it is expected to increases the end-to-end interest propaga-
tion delays. Therefore, we need to make a trade-off between
lifetime extension and interest propagation delays by
choosing a suitable value for m. For this, we present in
Figs. 11 and 12 the average end-to-end interest propaga-
tion delays experienced in diffusion and in O(1)-reception

routing for the star and the random topologies, respec-
tively. These figures confirm the derivations carried out in
Section 6.1 that show that the end-to-end interest propaga-
tion delay increases exponentially when m increases line-
arly. For example, when m = 4, we obtain a substantial
lifetime extension with an almost negligible end-to-end
interest propagation delay.

In addition to increasing the lifetime of sources by using
an energy-efficient metric, O(1)-reception routing also
increases the lifetime of the network by reducing the over-
head of exchanged messages. Fig. 10a shows that avoiding
the reception of redundant messages at the MAC layer
(Ideal-filter) allows Node 1 to increase its lifetime by up
to 40% compared to when no filtering (Ideal-nofilter) is
used. This significant lifetime extension percentage is
mainly due to the improvements realized by Node 15 that
has a large number of neighbors. When there is no filtering,
Node 15 receives all the interests forwarded by its neigh-
bors, i.e. 8 interests with the same information. However,
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when filtering is used, Node 15 receives only 1 interest as it
filters out the redundant interests. We expect that filtering
will achieve further energy saving in more dense networks.

In Fig. 13, we plot the results we obtained for O(1)-
reception routing with realistic MAC protocols: LPL,
MFP-filter, and MFP-nofilter. The results obtained for
Sources 1 through 5 confirm the arguments presented
above. They also show that we obtain a substantial3 life-
time when jointly using our contributions: MFP-filter and
O(1)-reception routing.

8. Related work

Toh et al. [18] have proposed CMMBCR (Conditional
Max–Min Battery Capacity Routing) for the network life-
time maximization problem. CMMBCR is a combination
between MTPR, the min energy metric, and MMBCR,
the max–min residual energy metric. In their proposal, they
define battery protection margin c, (0 6 c 6 100) and differ-
entiate two kinds of routes: A and Q. Q is the set of all pos-

sible routes between a source and a destination nodes. A, a
subset of Q, is the set of the routes having residual energy
greater than c, i.e. all the nodes on each route in A have
residual energies larger than c. The protocol is the follow-
ing: when there is no route in A with residual energy below
c (i.e. all the possible routes contain vulnerable nodes), the
protocol selects a route in Q according to the max–min
residual energy routing (MMBCR) to protect the most vul-
nerable nodes. Otherwise, when there is at least one route
in A, the algorithm selects a route in A according to the
min energy routing (MTPR) to save energy. Note that c
is the parameter that controls the trade-off between
MMBCR and MTPR.

Misra and Banerjee [19] take the link transmission cost
between nodes into account and propose MRPC (Maxi-
mum Residual Packet Capacity) to improve the previous
protocol. They model the link transmission cost according
to the link error rate and the physical distance between
nodes. They introduce a node-link metric Cij, for each link
i fi j, that depends on the residual energy Bi of Node i, and
on the transmission power fij needed to send a packet from
i to j. Explicitly, Cij = Bi/Eij. The node-link metric deter-
mines the lifetime of the link i fi j. The lifetime LifeR of
route R depends on the lifetime of the most vulnerable link
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3 Note that as explained in the previous section, the O(1)-reception
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on this route, LifeR = min{Cij}, where i fi j is a link on
route R. The protocol is then straightforward: given a set
of routes between a source and a destination node, choose
the route with the largest lifetime. Note that basic MRPC is
a pure max–min residual energy routing, which could have
undesirable behavior by always tending to protect the most
vulnerable link. To cope with this issue, Misra and Baner-
jee, propose CMRPC (Conditional MRPC) that uses life
protection threshold c by analogy to the battery protection
threshold [18]. That is, CMRPC first tries to select the
route with the minimum energy consumption among the
routes whose lifetimes are larger than c. Otherwise, if there
is no route satisfying this condition, CMRPC switches to
MRPC. Simulation results show that CMRPC improves
the performance of MPCR, in terms of lifetime maximiza-
tion only if the control parameter c is well determined.

Li et al. [20] address the network lifetime maximization
problem with max–min zPmin, an on-line message routing
protocol. It first computes Pmin, the minimum energy
needed to transmit a packet from a source node to a
destination node across all possible routes. It then uses
max–min residual energy metric to pick a route, thereby
balancing the load among different nodes, unless the cost
is higher than zPmin, (z P 1), in which case, it falls back
to the min metric thus avoiding excessive energy consump-
tion. The authors propose a centralized algorithm based
on the gradient descent technique to determine the
optimal value of z. Further on the same authors describe
a distributed version of the algorithm [21], but it requires
establishing synchronized mini slots at the MAC layer.

Shah and Rabaey [22] consider the drawbacks of pure min-
imum energy routing for the survivability of the network.
They propose a probabilistic route selection scheme to relieve
workload of minimum energy routes. Their protocol is the
following: given a set of routes between a source and a desti-
nation node, assign to each route the probability of being
selected so that the minimum energy route has the highest
probability. Then, forward packets on routes according to
their probabilities. Note that routes with too much energy
consumption, by analogy to the max–min zPmin algorithm
[20], are assigned zero probability and will never be selected.
However, this protocol requires to explicitly transmit link
cost information and to receive packets from all routes in
order to compute the corresponding selection probabilities.

The discussed papers [22,21,19,18] emphasize the idea of
combining the minimum energy and max–min residual
energy metrics to optimize the lifetime of sensor networks.
However, the distributed nature of these protocols requires
explicit transmission of the energy information which is
counter productive with respect to energy optimization.
Taking this overhead into account and inspired by other
papers [23,24], Guo [25] proposes a lightweight broadcast
scheme for network lifetime maximization. His protocol
encourages nodes with high residual energy to retransmit a
broadcast message and works as follows. When a node
receives a broadcast message, it delays the retransmission
of this message to see if there is another node with higher

residual energy. This delay is inversely proportional to the
residual energy of the node. Guo’s algorithm reduces the
number of nodes forwarding a broadcast message without
the overhead of explicitly exchanging the residual energy
information, but it may miss some nodes in a sparse network.

9. Conclusion

Maximizing the lifetime of a sensor network requires an
energy-efficient routing protocol on top of an energy-effi-
cient MAC protocol. In this paper, we have tackled the
problem of selecting energy-efficient routes while reducing
the overhead of routing protocols. We have proposed a
technique called O(1)-reception that enables the best route
selection based on exactly one routing message reception,
thus allowing substantial overhead reduction because in
traditional routing a node needs to receive routing mes-
sages from all of its neighbors to be able to select the best
route.

The O(1)-reception routing is suitable for WSNs not only
because it reduces reception overhead but also because it
can be used with any metric that can be mapped on top
of the min-delay metric. In this paper, we have proposed
an example in which O(1)-reception is used to perform a
hybrid min and max–min routing with directed diffusion,
allowing thus to benefit from the advantages of a data-cen-
tric communication scheme such as traffic aggregation.

The key idea of the O(1)-reception routing is based on
delaying the forwarding of routing messages for a time
interval that is inversely proportional to the residual energy
of nodes. This intentionally added delay influences the
propagation of routing messages so that the first received
one indicates the best route and thus all the subsequent
routing messages with the same content can be ignored.

The intentional mapping delay is calculated according to
a mapping function that determines the corresponding
delay in function of the residual energy of a node. We have
shown how to find such functions when the residual energy
is continuous and when it is a discrete measure. As in prac-
tical implementations the residual energy is discrete, we
have analytically evaluated the end-to-end intentional
delay in the worst case and the percentage of vulnerable
routes in which this delay is added.

We have run extensive simulations with ns-2 to evaluate
the performance of O(1)-reception routing. As the perfor-
mance of energy-efficient routing also depends on the
MAC protocol beneath, we have considered two MAC
protocols: an ideal MAC protocol to only evaluate the ben-
efit of our routing protocol and a real MAC protocol
(MFP) to evaluate their combined benefit. The obtained
results show that using MFP jointly with O(1)-reception
routing achieves a substantial lifetime extension.
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Paris-Sud, a Chargé de Recherche at CNRS, and
a Visiting Scientist at the MIT Laboratory for

Computer Science. In 2002-2003, he was an Invited Professor at EPFL
(Swiss Federal Institute of Technology in Lausanne). He published over 80
papers in the areas of performance evaluation, distributed systems, mul-
timedia, and computer networks. He has been on program committee of
several international conferences and acts as an expert for the European
Commission. His current research interests include wireless and mobile
networks, spontaneous and autonomic networks, as well as sensor
networks.

2614 A. Bachir et al. / Computer Communications 30 (2007) 2603–2614


